Dimension and rank (Section 2.9) cont’d

Theorem 2.15 The Basis Theorem. Let H be a p-dimensional subspace of R". Any
linearly independent set of exactly p elements in H is automatically a basis for H.
Also, any set of p elements of H that spans H is automatically a basis for H.

Theorem The Invertible Matrix Theorem (cont’d). Let the A be a n x n matrix.

Then the following statements are each equivalent to the statement that A is an
invertible matrix.

m. The columns of A form a basis of R".
n. ColA=R"

0. dim(ColA)=n

p. rankA=n

g. NulA={0} “O0hereisthe zero vector”.
r. dim(NulA)=0



Introduction to determinant (Section 3.1)

A, a, a| |a, ay, 8y,
A= a21 azz azs ~1 0 a11a22 o a12a21 aila'23 o atha21
_331 Y a33_ B 0 0 6‘11A

A =y, (8,835 = 8383,) — (81853 — Apay;) +313(85183, — 85,851)

Since A is invertible, A must be nonzero.
A is the determinant of the 3 x 3 matrix A, denoted by det A.

Submatrix A; of A: matrix formed by deleting the ith row and jt column of A.
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