
2.5 Accelerating Convergence 
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Aitken’s ∆2 Method 
• Assume  {𝑝𝑛}𝑛=0

∞  is a linearly convergent sequence 
with limit 𝑝. 

• Further assume  
|𝑝𝑛+1−𝑝|

|𝑝𝑛−𝑝|
≈

𝑝𝑛+2−𝑝

𝑝𝑛+1−𝑝
  when 𝑛 is large 

• Solving for 𝑝 yields: 

𝑝 ≈
𝑝𝑛+2𝑝𝑛 − 𝑝𝑛+1

2

𝑝𝑛+2 − 2𝑝𝑛+1 + 𝑝𝑛
 

A little algebraic manipulation gives: 

𝑝 ≈ 𝑝𝑛 −
(𝑝𝑛+1 − 𝑝𝑛)
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𝑝𝑛+2 − 2𝑝𝑛+1 + 𝑝𝑛
 

• Define 𝑝𝑛 = 𝑝𝑛 −
(𝑝𝑛+1−𝑝𝑛)
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𝑝𝑛+2−2𝑝𝑛+1+𝑝𝑛
 

Remark: The new sequence {𝑝𝑛 }𝑛=0
∞  converges to 𝑝 faster. 2 



Definition 

Aitken’s ∆2 Method: Given a sequence {𝑝𝑛}𝑛=0
∞  which 

converges to limit 𝑝. The new sequence {𝑝𝑛 }𝑛=0
∞  

defined by 𝑝𝑛 = 𝑝𝑛 −
(𝑝𝑛+1−𝑝𝑛)

2

𝑝𝑛+2−2𝑝𝑛+1+𝑝𝑛
 converges more 

rapidly to 𝑝 than does the sequence {𝑝𝑛}𝑛=0
∞ .  

Remark: 

1. numerator 𝑝𝑛+1 − 𝑝𝑛 is a forward difference 

2. denominator 𝑝𝑛+2 − 2𝑝𝑛+1 + 𝑝𝑛 is central difference.  
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Example. Consider the sequence {𝑝𝑛}𝑛=0
∞  generated 

by the fixed point iteration   𝑝𝑛+1 = cos 𝑝𝑛 , 𝑝0 = 0. 

        iteration     𝑝𝑛                       𝑝𝑛  

 

 

 

 

 

            

Remark: 𝑝11  needs 𝑝13;  𝑝12  needs 𝑝14. 𝑝13 and 𝑝14 are not 
shown here.  
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Theorem. Suppose that {𝑝𝑛}𝑛=0
∞  is a sequence 

that converges linearly to the limit 𝑝 and that  

lim
𝑛→∞

𝑝𝑛+1 − 𝑝

𝑝𝑛 − 𝑝
< 1 

The Aitken’s ∆2 sequence {𝑝𝑛 }𝑛=0
∞  converges to 

𝑝 faster than {𝑝𝑛}𝑛=0
∞  in the sense that  

lim
𝑛→∞

𝑝𝑛 − 𝑝

𝑝𝑛 − 𝑝
= 0 
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Steffensen’s Method 

• Steffensen’s Method is a combination of fixed-point iteration and 
the Aitken’s ∆2 method:  
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Example. Compare Fixed point iteration, Newton’s 
method and Steffensen’s method for solving:  

𝑓 𝑥 = 𝑥3 + 4𝑥2 − 10 = 0. 

Solution:  

1. Fixed point iteration: 𝑝𝑛+1 = 𝑔 𝑝𝑛 =
10

𝑝𝑛+4
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2. Newton’s method 

 

 

 

3. Steffensen’s method 
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𝒑𝟎 𝒑𝟏 𝒑𝟐 𝑝𝟎  |𝒑𝟐 − 𝑝𝟎 | 

1.50000 1.34840 1.36738 1.36527 3.96903e-05 

𝒑𝟑 𝒑𝟒 𝒑𝟓 𝑝𝟑  |𝒑𝟑 − 𝑝𝟑 | 

1.36527 1.36523 1.36523 1.36523 2.80531e-12 


