
1 
 

7.1 Norms of Vectors and Matrices 

 

Column vector:   [

  

  

 
  

],   or                . 

Motivation: Consider to solve the linear system  
                                  
                                    
                                    

 

by Gaussian elimination with 5-digit rounding arithmetic and partial pivoting. The system has exact solution             
  

        . The approximate solution is  ̃                             How to quantify the approximation error?  

 

Definition. A vector norm on    is a function,      , from    to   with the properties: 

(i)         for all      

(ii) |   |    if and only if     

(iii) |    |     |   | for all              

(iv) |     |  |   |        for all        

Definition. The Euclidean norm    and the infinity norm    for the vector                 are defined by 

        ∑  
 

 

   

     

and  

          
     

     

 

Example. Compute    norm and    norm of the vector             . 
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Theorem 7.3 Cauchy-Schwarz Inequality for Sums.  For each                 and                 in   , 

    ∑    

 

   

 {∑  
 

 

   

}

 
 

{∑  
 

 

   

}

 
 

 |   |
 
 |   |

 
 

 

Remark:          |   |
 
 |   |

 
 

 

Definition. The distance between two vectors                 and                 is the norm of the difference of the 

vectors. The     and    distances are: 

          ∑       
 

 

   

     

            
     

        

 

Example.  
                                  
                                    
                                    

 

has exact solution             
          . The Gaussian elimination with 5-digit rounding arithmetic and partial pivoting 

produces approximate solution  ̃                             Determine     and    distances between exact and 

approximate solutions.  

 

Solution:   
     ̃                                                                               

|    ̃ |
 

 √                                              
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Definition. A sequence          
  of vectors in    is said to converge to   with respect to the norm       if, given any      

there exists an integer      such that  

||      ||                                        

 

Theorem 7.6. The sequence of vectors          
  converges to   in    with respect to the norm        if and only if  

   
   

  
   

     

Example. Show that         
   

   
   

   
   

   
   

        
 

 
 

 

  
              converges to               

Solution:  

   
   

  
   

    
   

    

   
   

  
   

    
   

  
 

 
   

   
   

  
   

    
   

 

  
   

   
   

  
   

    
   

             

By Theorem 7.6, the sequence {    } converges to             
 

Theorem 7.7. For each                     √        

 

Remark: All norms in    are equivalent with respect to convergence, that is, if       and        are any two norms on    and 

         
  converges to   in      , then           

  converges to   in         
 

Definition. A matrix norm       on     matrices is a real-valued function satisfying  

(i)          

(ii) |   |    if and only if     

(iii) |    |     |   | 

(iv) |     |  |   |        

(v) |    |  |   |       
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The distance between     matrices   and   with respect to a matrix norm is |     |  
 

Theorem 7.9. If       is a vector norm, the induced (or natural) matrix norm is given by  

|   |     
|   |  

       

 

Example.                           ,  the    induced norm. 

                                           , the    induced norm. 

 

Alternative definition: For any vector    , the vector           has |   |      

Since    |   |                   
 

|   |
       

   

      

     
   

we can alternatively define |   |     
   

      

     
  

 

Corollary 7.10. For any vector      matrix   and induced matrix norm         

|    |              
 

 

Theorem 7.11. If         is an     matrix, then  

|   |
 

    
     

∑|   |

 

   

 

 

Example. Determine |   |
 

 for the matrix   [
    
    
    

] 
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7.2 Eigenvalues and Eigenvectors 

 

Definition. If   is an     matrix, the characteristic polynomial of   is  

                
 

Definition. If      is the characteristic polynomial of the matrix  , the zeros of      are eigenvalues of the matrix  . If   is an 

eigenvalue of   and     satisfies            then   is an eigenvector corresponding to  .  

 

Geometric interpretation of eigenvector   corresponding to    
 

Example. Find eigenvalues and eigenvectors of the matrix   [
   
   
    

]  

 

 

 

Definition. The spectral radius      of a matrix   is defined by 

                                           
 

Remark: For complex         we define     √       
 

 

Theorem 7.15. If   is an     matrix, then  

(i) |   |
 

             

(ii)      |   |  for any induced matrix norm        
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Example. Determine    induced norm of   [
   
 

  
 
 

 
 
] 

Solution    

    [
    
 
 

 
 

 
 

] [
   
 

  
 
 

 
 
]  [

    
 

  
 
 

 
 

] 

Solve               

                

Then         √  

|   |
 

             √         √    √   √  √  

Convergent Matrices 

Definition. An     matrix   is convergent  if                for each           and            

Example. Show that   [
    
      

] is a convergent matrix.  

Theorem 7.17 The following statements are equivalent. 

(i)   is convergent  matrix. 

(ii)                for some natural norm. 

(iii)                for all natural norm. 

(iv)        

(v)             for every  . 

 


