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Pseudocode

Example. Compute ∑𝑖𝑖=1𝑁𝑁 𝑥𝑥𝑖𝑖
INPUT          𝑁𝑁, 𝑥𝑥1, 𝑥𝑥2, … , 𝑥𝑥𝑁𝑁.
OUTPUT      𝑆𝑆𝑆𝑆𝑆𝑆 = ∑𝑖𝑖=1𝑁𝑁 𝑥𝑥𝑖𝑖

Step 1  Set 𝑆𝑆𝑆𝑆𝑆𝑆 = 0. // Initialize accumulator
Step 2  For 𝑖𝑖 = 1, 2, …𝑁𝑁 𝑑𝑑𝑑𝑑

set 𝑆𝑆𝑆𝑆𝑆𝑆 = 𝑆𝑆𝑆𝑆𝑆𝑆 + 𝑥𝑥𝑖𝑖.   // add next term
Step 3   OUTPUT(SUM);

STOP.
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Characterizing Algorithms
Error Growth

Suppose 𝐸𝐸0 > 0 denotes an initial error, and 𝐸𝐸𝑛𝑛 is the error 
after 𝑛𝑛 subsequent operations.
1. If 𝐸𝐸𝑛𝑛 ≈ 𝐶𝐶𝐶𝐶𝐸𝐸0, where 𝐶𝐶 is a const. independent of 𝑛𝑛: the 

growth of error is linear.  
2. If 𝐸𝐸𝑛𝑛 ≈ 𝐶𝐶𝑛𝑛𝐸𝐸0, where 𝐶𝐶 > 1: the growth of error is 

exponential.
Remark: linear growth is unavoidable; exponential growth must be 
avoided. 

Stability
• Stable algorithm: small changes in the initial data 

produce small changes in the final result
• Unstable or conditionally stable algorithm:  small 

changes in all or some initial data produce large 
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Definition 1.18 Rate of convergence for sequences
Suppose 𝛽𝛽𝑛𝑛 𝑛𝑛=1

∞ is a sequence converging to 0, and 
𝛼𝛼𝑛𝑛 𝑛𝑛=1

∞ converges to a number 𝛼𝛼. If a positive 
constant 𝐾𝐾 exists with 

𝛼𝛼𝑛𝑛 − 𝛼𝛼 ≤ 𝐾𝐾 𝛽𝛽𝑛𝑛 , for large 𝑛𝑛,
then 𝛼𝛼𝑛𝑛 𝑛𝑛=1

∞ is said to converges to 𝛼𝛼 with rate of 
convergence 𝑂𝑂 𝛽𝛽𝑛𝑛 , indicated by 𝛼𝛼𝑛𝑛 = 𝛼𝛼 + 𝑂𝑂 𝛽𝛽𝑛𝑛 .

Typical 𝛽𝛽𝑛𝑛 𝑛𝑛=1
∞ :

𝛽𝛽𝑛𝑛 =
1
𝑛𝑛𝑝𝑝

for some 𝑝𝑝 > 0
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Definition 1.19 Rate of convergence for functions
Suppose that limℎ→0𝐺𝐺 ℎ = 0 and limℎ→0𝐹𝐹 ℎ = 𝐿𝐿. 
If a  positive constant 𝐾𝐾 exists with 
𝐹𝐹 ℎ − 𝐿𝐿 ≤ 𝐾𝐾 𝐺𝐺 ℎ , for sufficiently small ℎ,

then 𝐹𝐹 ℎ = 𝐿𝐿 + 𝑂𝑂 𝐺𝐺 ℎ .

Typical 𝐺𝐺 ℎ :
𝐺𝐺 ℎ = ℎ𝑃𝑃 for some 𝑝𝑝 > 0
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