Supplementary material 2

Theorem 4.6.7.1 The necessary condition that the sequence generated by SOR method con-
verges to the solution of Az = b is that 0 < w < 2.

Proof:

det(1/wD + L)™' = w" [, 1/ay; det((1 — 1/w)D +U) = (1 — 1/w)" [, ay. det(G,) =
(—1)"det(1/wD + L) *det((1 — 1/w)D 4+ U) = (1 — w)™.

Let the eigenvalues of matrix A be A1, ..., .. Ar oo Ay = (1 —w)”, and A\ + ...+ N\, =
Trace(A). Trace(A) = (a11 + ... + anp)-

Therefore p(Gs) > |1 — w|. In order to converge, p(Gs) < 1. So |l —w| < 1,0 <w < 2.
Theorem 4.6.7.2 If matrix A is diagonally dominant, SOR converges if 0 < w < 1.
Proof:

Assume SOR does not converge. Then there exists at least one eigenvalue |p| > 1. det(ul —
Gs) = 0.

pl—Gs=pul+(1/wD+ L) '(1-1/w)D+U] = u(1/wD+ L) [(1/pu(1—1/w) +1/w)D +
L+ 1/pU]. Denote B = (1/u(1 —1/w) +1/w)D + L+ 1/uU.

det(ul — Gy) = p*det(1/wD + L)™' det B.

p # 0, and det(1/wD + L)™' # 0.

Let B = (bU) by = (1/,&(1—1/71))—'—1/71))(1” When ¢ > j, bij = Q4j5; when 7 < j, bij = 1//,LCL1J
Since |pu| > 1,0 <w <1, 1/p(l = 1/w)+1/w=1+(1-1/p)(1/w—1) > 1. |by| > |aul,

and a;; > |b;;|,1 # j. Because A is diagonally dominant, B is diagonally dominant as well,
and detB # 0. Therefore, det(ul — Gs) # 0. It is a contradiction.



